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Abstract—As data security in public clouds attracts more atten-
tion and concerns, researchers and practitioners have proposed
techniques to secure cloud computing. Confidential computing
(CC) is a compelling approach that guarantees both privacy and
integrity of data and code in public clouds.

In this paper, we first survey the status of CC in today’s com-
mercialized public clouds, including the cloud CC abstractions,
infrastructures, metrics, third-party service vendors, and real-
world cloud use cases. We also discover the limitations such as
re-programming efforts, extra cost, limited availability, etc. We
further take a step forward to prospect CC in the joint cloud
scenario. We finally showcase the challenges of realizing a secure
joint cloud and propose possible solutions.

Index Terms—confidential computing, jointcloud, survey

I. INTRODUCTION

Moving services to the cloud has been a promising approach
for companies to deploy and manage their business. While
cloud computing brings benefits like ease of management,
high performance, and scalability, it also raises new security
concerns. Attackers who gain control of the server or curious
cloud admins could threaten valuable data in the cloud. In
recent years, more cloud security breaches have been reported
[1]–[3], exposing the private data of millions of users. Reg-
ulations such as GDPR [4] and HIPPA [5] are proposed to
protect individual’s privacy. These breaches accidents can be
devastating to a company’s both finance and reputation.

To secure cloud computing, technologies such as Fully Ho-
momorphic Encryption (FHE) [6], Multi-party Computation
(MPC) [7], Zero-Knowledge Proof (ZKP) [8], and Verifiable
Computing (VC) [9] are proposed. However, most of these
techniques are designed for specific cases and fail to provide
general functionalities or suffer from high performance over-
head. Confidential Computing (CC) is an alternative that can
protect data with high-security guarantees, general-purpose
computation, and relatively low overhead. Moreover, many
public cloud vendors have offered CC products, such as
Microsoft Azure [10], Google Cloud [11], Alibaba Cloud [12],
Amazon Web Service [13], and IBM Cloud [14], making
CC a compelling approach for cloud protection. With these
products, tenants can have more control over their sensitive
data, regardless of the complex cloud software stacks.

Jointcloud computing, by integrating multiple clouds for
collaborative computing, harnesses economical and flexibility
advantages and avoids vendor lock-in. Jointcloud computing
needs CC to remove trust from specific cloud vendors. To

understand how to build a secure joint cloud, we survey
existing CC technologies, cloud CC products and cloud CC
services. Through this survey, we seek to answer the following
questions.

What products and services are provided by today’s
CC-enabled clouds? We surveyed the state-of-the-art CC
products and infrastructures that public cloud vendors offer
for building privacy-preserving cloud applications. We find
that cloud vendors provide various CC abstractions; even for
similar CC infrastructures, cloud vendors may have different
assumptions and approaches. We then measured CC products’
pricing and availability and find that CC resources are more
expensive and less available. We further collected third-party
service providers and typical CC-based applications to show
the trend of CC. We find that CC is popular for augmenting
the security of AI/ML, blockchains, and databases. We hope
our findings can shed light on how to take a step towards a
secure joint cloud.

What challenges will a CC-oriented joint cloud face? On
the one hand, jointcloud has the same security issues faced
by one single cloud, including malicious attackers and curi-
ous admins. Furthermore, jointcloud computing brings other
security concerns, e.g., how to build trust amongst clouds. On
the other hand, jointcloud should be able to support running
CC applications across clouds, with full transparency to cloud
users ideally. However, realizing a secure joint cloud platform
can be challenging due to non-uniform CC abstractions and
attestation techniques, inconsistent security guarantees, etc.
We also give possible solutions to bridge the gap.

What opportunities are there when achieving a secure joint
cloud? We provide our vision on exploiting the potential of
future jointcloud platforms. As an important part of today’s
clouds, CC can benefit from jointcloud by harvesting more
CC resources for cost-saving, enabling seamless task migration
for low-latency services, and yet more exploration spaces that
deserve innovative research.

We hope our work can motivate more researchers and
practitioners to join in building a secure joint cloud. We believe
a CC-based joint cloud will be emerging across future clouds.

The rest of the work is organized as follows. section II
introduces the definition of CC and summarizes de facto CC
technologies. section III surveys CC products and services
provided by cloud vendors, third-party service providers, and
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TABLE I
COMPARISON OF EXISTING CONFIDENTIAL COMPUTING SOLUTIONS

SGXv1 Scalable SGXv2 SEV-SNP TDX TrustZone Realm Nitro Penglai Keystone H100

Architecture x86-64 x86-64 x86-64 x86-64 Arm Arm x86-64 RISC-V RISC-V GPU
Abstraction enclave enclave VM VM PM VM VM enclave PM vGPU

Instances unlimited unlimited 509 unlimited 1 unlimited unlimited unlimited 16 7
Encryption

Integrity
Freshness

Attestation

∗ PM stands for the physical machine abstraction. Integrity means this CC can resist both hardware and software tampering; for integrity means this
CC can detect software tampering. H100 has full integrity against hardware attacks because it uses on-chip High Bandwidth Memory (HBM). AMD EPYC
(Rome) processors currently support 509 keys for SEV VMs. Nitro uses TPM for remote attestation. Penglai and Keystone currently only support local
attestation, but can also achieve remote attestation using TPM or other methods alike.

use cases. section IV discusses the challenges and methods of
achieving a secure jointcloud. section V concludes.

II. NOTION OF CONFIDENTIAL COMPUTING

A. What is Confidential Computing (CC)

According to Confidential Computing Consortium [15], CC
protects data and code in a hardware-based trusted execution
environment (TEE). To achieve integrity, CC partitions phys-
ical memory and guarantee that only authorized entities can
access specific memory regions. For confidentiality, CC uses
hardware-enhanced memory encryption engines to prevent at-
tackers from probing memory contents. However, in the cloud,
to reduce cost and hardware dependency, cloud providers,
like Amazon, use virtualization for strict isolation. Customers
utilizing this TEE should trust the privileged hypervisor. An
indispensable component of CC is remote attestation that
provides verifiable evidence for the authenticity of the under-
lying hardware and the current execution state. With remote
attestation, cloud customers can verify that their security-
sensitive code runs in a genuine TEE.

B. Existing confidential computing technologies

Intel Software Guard Extensions (SGX) [16]. SGX protects
userspace regions enclaves in a process. SGX enclaves must
rely on OS for scheduling, memory management, I/O, etc.,
but OS cannot access the enclave’s memory. Enclave memory
is encrypted and integrity-protected by a dedicated hardware
engine. The state of enclaves can be remotely attested using ei-
ther Intel Provisioning Service [17] or cloud vendor-managed
Data Center Attestation Primitives [18]. Intel also released
scalable SGX [19], which extends the memory limit at the
cost of weakened integrity protection.

AMD Secure Encrypted Virtualization (SEV) [20]. AMD
SEV is designed to encrypt VM memory against the untrusted
hypervisor. The initial version of SEV has severe security
pitfalls which fail to resist encrypted memory replay [21] and
VM state disclosure [22]. SEV thereafter releases two variants:
SEV-ES [23] encrypts VM registers upon VM exits; SEV-
SNP [24] uses a protected Reverse Map Table (RMP) from

software replay and memory remapping. SEV also provides
remote attestation.

Intel Trust Domain Extensions (TDX) [25]. Intel TDX
allows deployment of VM-level isolated execution environ-
ments called trusted domains (TDs). TDs are isolated from
the traditional hypervisor and other co-located tenants on the
non-TD side of the same machine. At a high level, TDX is
very similar to existing Virtual Machine Extensions (VMX),
but with memory, encryption using MKTME technology, and
architectural remote attestation support using the TDX-SEAM
firmware module. To minimize the complexity of remote
attestation, Intel TDX reuses SGX remote attestation as its
building block.

ARM Realm Management Extension (RME) [26]. ARMv9
introduces RME as part of ARM Confidential Compute Ar-
chitecture (CCA). A realm consists of EL0 user and EL1
kernel, providing a secure VM abstraction. CCA requires a
realm manager, factually a trusted hypervisor, to manage realm
resources. CCA divides physical memory into four worlds
(i.e., root, normal, secure, realm) and uses a fine-grained page
table called Granule Page Table (GPT) in the root world.
GPT enforces memory access control on hypervisor and OS
page table translations. RME also provides remote attestation
support and memory encryption protection.

AWS Nitro [27]. Nitro relies on a dedicated trusted hypervisor
to isolate vCPU and memory of Nitro Enclave instances,
denying access from the host, other enclaves, and host admins.
Nitro Enclave has only one entry/exit dubbed vsock, which
automatically encrypts all network traffic between the Nitro
instance and the external. Nitro Enclaves have no persistent
storage, interactive access, or external networking. Nitro also
supports attestation, which reuses AWS Key Management
Service to provide built-in attestation.

Keystone [28]. Keystone is an open-source enclave project for
exploring customizable trusted execution environments based
on RISC-V architecture. To achieve so, Keystone introduces
a programmable layer underneath untrusted components. The
current Keystone relies on RISC-v PMP for memory isolation
and builds attestable enclaves isolated from the host OS.
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Fig. 1. Overview of the secure joint cloud. Layer-1 consists of CC abstractions and CC services provided by today’s clouds. Layer-2 is the secure joint
cloud layer that provides unified abstractions and services and hides the cross-cloud differences. Layer-3 runs CC Apps based on the secure joint cloud.

Penglai [29]. Penglai is a scalable CC on RISC-V with
three versions. Penglai-TVM supports running more than 1000
enclave instances in a single device. Penglai-MPU provides
the isolation ability to run an unmodified OS in an isolated
execution environment. Penglai-MCU is intended for embed-
ded devices without MMU support. Penglai can be deemed
a competitive candidate for both edge and cloud computing,
protecting emerging applications such as artificial intelligence
and autonomous with high-security assurance.

NVIDIA H100 GPU [30]. NVIDIA Hopper H100 Tensor
Core GPU is the first heterogeneous accelerator that supports
confidential computing. H100 protects users’ sensitive data
and proprietary AI workloads using fully isolated GPU in-
stances with strictly partitioned resources. GPU confidential
computing is an important extension for heterogeneous confi-
dential computing resources, expanding the security boundary
to more than CPUs. We believe H100 brings new opportunities
and also adds complexity to cloud security.

Table I summarizes existing confidential computing tech-
nologies and compares their main features.

III. CONFIDENTIAL COMPUTING OF TODAY’S CLOUDS

This section details the CC products, services, and applica-
tions offered by both cloud and third-party service providers,
the bottom layer of Figure 1. We argue that the rich CC
ecosystem has potential for building a secure jointcloud, and
we present our observations that support the argument.

A. Abstraction of Cloud CC

Bare-metal server with CC support. Bare-metal server,
or dedicated servers, is the simplest way to provide CC in
the clouds. Almost every cloud vendor provides this type of
product to tenants [31], offering full control over the hardware.
Generally speaking, a bare-metal server improves security by

avoiding co-tenants and side channels. HETEE [32] is an ex-
ample that allocates computation resources at rack-scale using
a programmable PCIe, creating bare-metal heterogeneous CC
platforms. However, using bare-metal servers contradicts the
cloud’s benefits, such as scalability, high utilization, and ease
of maintenance. These challenges can be resolved by elastic
bare-metal technologies [33].

Confidential VM. AMD SEV, Intel TDX, and ARM Realm
provide VM-level protection, preventing access to VM states
from outside. With AMD SEV, the only VM-level CC cur-
rently available, cloud service providers like Microsoft Azure
and Google Cloud offer confidential VM (CVM) products.
Existing applications can be migrated to CVMs without mak-
ing any changes. Cloud vendors should support attestation of
CVMs to prove the integrity of the VM is not tampered with.

VM with SGX enclave. Both Microsoft Azure and Alibaba
Cloud provide virtual machine instances with Intel SGX
support, including SGXv1 and SGXv2. To use the power of
enclaves, customers should partition their applications into
trusted and untrusted components with special SDKs, and
secure the trusted part with SGX enclaves.

VM with Nitro enclave. Amazon Nitro Enclaves [27] is
a virtualization-based enclave product. It comes with most
Amazon EC2 instances, because of the low assumption of the
underlying hardware. A nitro enclave is a separate, hardened,
and highly constrained VM, accessible only through a local
socket. Developers can package enclave codes into a docker
image and transform it into a enclave image with nitro CLI
tools, which are also used to run the enclave image.

Confidential containers. Unlike the previous IaaS products,
cloud vendors also provide confidential containers as a cloud-
native abstraction. Cloud-native applications are usually built
and deployed as containers for portability and simple man-
agement. A container is a modular component, making it an
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TABLE II
THE AVAILABILITY AND PRICING OF CC PRODUCTS

Pricing
w/o CC ($)

Pricing
w/ CC ($)

Excess
Ratio

Regional
Availabil.

IBM Bare Metal CC 287 300 4.5% All
Azure Confidential VM* 82.5 128.5 55% 2 / 41

Azure VM with SGX* 92 140 52% 10 / 41
Google Confidential VM 66 82.5 25% 69 / 100
Alibaba VM with SGX* 56 59 5.4% 4 / 27

AWS Nitro Enclave 72.5 72.5 0.0% All

* means that Confidential Containers have the same pricing as that of VMs.
For pricing, We use the monthly cost. For regional availability, X / Y
denotes that services are available in only x out of y regions.

appropriate abstraction to provide security protection.
To protect containerized applications, cloud vendors use

previously mentioned confidential VMs or SGX-enabled VMs.
The difference is that customers no longer need to manage CC
resources, leaving the work to management frameworks like
Kubernetes. On a confidential VM, containers can run without
modification. On VM with SGX, there are two programming
models. The first is to decouple an application into two parts:
trusted and untrusted. The second is to deploy the applications
inside confidential containers without code change. Azure,
Alibaba, and IBM favor the latter. For runtime-based lan-
guages such as Python/Java, existing container images can
be converted to confidential containers with wrapping tools.
For languages like C/C++/Rust, recompilation is needed. Al-
ibaba Cloud’s Inclavare Containers designs a special container
runtime rune for running confidential containers that are re-
compiled with dedicated toolchains.

Observation I
Cloud vendors provide various CC abstractions. CC apps

using one abstraction may not be easily adapted to another,
resulting in potential vendor lock-in.

B. Metrics of Cloud CC Products

Pricing. An important factor of cloud services is their cost.
We survey the pricing of different products [34]–[36] in
current clouds to help understand the cost of CC. While
cloud providers offer various billing methods, we compare
the monthly cost of servers with and without CC support as
shown in Table II. CC is usually priced higher because it relies
on special hardware features and additional support from the
vendor. Google, for example, charges an extra $4 per vcpu
and $0.536 per GB-memory every month for their SEV-based
CVM. Azure’s CC-enabled ECasv5 series cost 55% higher
than normal Easv5 VMs. AWS Nitro Enclave, on the contrary,
incurs no additional cost, due to low assumptions for hardware.

Availablity. We survey the regional availability of CC services
in different clouds. Most CC solutions rely on special hardware
feature to guarantee security. However, these high-end servers
do not always exist in every data center. Even in a data
center that contains CC, not all computation nodes support
it. For example, among 41 regions of Azure worldwide [37],
only 2 of them support SEV-protected CVM and 10 of them

TABLE III
ATTESTATION REPORT COMPONENTS OF CC PRODUCTS

App OS VMM Firmware
IBM Bare Metal CC ✓

Azure Confidential VM ✓ ✓ ✓
Azure VM with SGX ✓

Google Confidential VM ✓ ✓
Alibaba VM with SGX ✓

AWS Nitro Enclave ✓ ✓ *

1. SEV-SNP report includes firmware, but Google CVM currenly does not
include the firmware. 2. AWS Nitro uses TPM to generate the enclave
report, whose components does not contain VMM, a part of the TCB.

supports SGX. Lack of regional availability can constrain the
deployment of CC applications.

Observation II
CC resources are more expensive and less available than

ordinary compute resources.

C. Cloud CC Infrastructures

Remote attestation. Remote attestation (RA) helps a remote
entity validate the identity of CC hardware and software states.
With RA, cloud users can ensure their services are tamper-
proof. Every component within the TCB should be attested to
ensure integrity.

We classify the current remote attestation techniques into
two major categories:

1) Built-in RA: Built-in RA uses the inherent attestation
capability of CC technologies. For example, SEV-SNP
uses a secure processor AMD-SP for the guest VM
attestation. Azure takes this approach for its SEV-based
CVMs [38]. For Intel SGX, enclaves can generate a report
with the EREPORT instruction to prove their integrity. A
dedicated quoting enclave will verify the report locally
and generate a quote to be remotely attested.

2) Plug-in RA: Trusted platform module (TPM) is widely
used for the secure boot of VMs. It can be integrated
into the motherboard to measure existing systems. For
example, Google Cloud [39] utilizes vTPM to generate
the measurement for SEV-based CVMs.

Table III shows the components contained in attestation
reports of different CC products. Note that Google uses TPM
instead of built-in AMD-SP to attest its CVMs.

Key management service. To secure cloud applications,
critical secrets like cryptographic keys, passwords, and attes-
tation reports should be protected with additional care. Hence,
most clouds provide a key management service (KMS) to
control access to customers’ keys and perform cryptographic
operations upon them. Usually, keys are safeguarded with
hardware security modules (HSMs), and external devices that
can be connected to systems for managing keys. KMS can
be integrated with other cloud services that need a secure key
for encryption or digital signing. Some services, such as Azure
Key Vaults, also provide software solutions for managing other
resources like attestation reports, passwords, and certificates.

482

Authorized licensed use limited to: KTH Royal Institute of Technology. Downloaded on March 14,2023 at 05:51:05 UTC from IEEE Xplore.  Restrictions apply. 



TABLE IV
CLOUD CC INFRASTRUCTURES

Vendor SEV SGXv1 SGXv2 Nitro K8S RA KMS
IBM — ✓ — — ✓ ✓ ✓

Google ✓ — — — ✓ ✓ ✓
Amazon — — — ✓ — ✓ ✓
Alibaba — ✓ ✓ — ✓ ✓ ✓

Azure ✓ ✓ ✓ — ✓ ✓ ✓

K8S: Kubernetes. RA: Remote Attestation. KMS: Key Management Service.
1. IBM only provides bare-metal servers for SGXv1 while others provide
both bare-metal and VM instances. 2. Google protects K8S nodes using
SEV while other clouds protect K8S at containers granularity with SGX.

Orchestration and scheduling. Kubernetes (K8S) is the
standard way to manage and orchestrate cloud containers.
Likewise, containers hardened with CC techniques also need
scheduling tools. However, cloud vendors provide different
levels of K8S integration. For enclave-aware containers, IBM
Cloud uses its bard-metal servers as worker nodes for K8S.
Azure and Alibaba additionally support CC-aware scheduling
policies. Azure’s AKS, for example, takes enclave memory
as another resource type to be scheduled. For unmodified
containers, Google Cloud supports K8S orchestration on SEV-
enabled CVMs. AWS Nitro enclave is not a container ab-
straction. Currently, running nitro enclaves directly under K8S
control is not supported. However, AWS suggests managing
Nitro enclaves from within containers [40] to enable K8S.
Observation III

Cloud vendors offer similar CC infrastructures but with
different assumptions and approaches.

Development tools. There are two major categories for
developers to build CC-based applications.

1) SDK: Intel SGX has a variety of SDKs [41]–[44] with
rich language support such as C/C++/Go/Rust. For Nitro
Enclave, AWS provides SDK [45] for developing secure
applications. SDK-based development needs manual ef-
forts but usually has a small TCB.

2) Secure (Lib)OS: For SGX, Occlum [46] and Gramine
[47] are two popular library OSes. For SEV, Kata [48]
supports running VMs with SEV protection as containers.
Similarly, Intel TDX shim [49] supports running existing
VM images within CVM. Secure OS-based development
can contain legacy unmodified applications with the price
of a relatively large TCB.

D. Third-party CC Service Vendors

While cloud vendors provide products and basic infras-
tructures for CC, there are third-party service providers also
aiming at simplifying the use of CC.

Scontain [50]. Scontain commercializes the SCONE con-
tainer [51] that provides services of confidential containers
which host programs inside Intel SGX. Scontain provides ser-
vices tailored to confidential containers, such as Kubernetes in-
tegration, attestation and password management, online mon-
itoring, etc. With Scontain, one can automatically transform
an unmodified container-based application into a confidential

application. Scontain containers can run on heterogeneous
clusters, i.e., nodes with different versions of SGX support,
adjusting the behavior depending on the CPU type.

Fortanix [52]. Fortanix explores the possibility of multi-
cloud data security. Fortanix’s Data Security Manager enables
tokenization of sensitive data, substituting them with random
strings as tokens to guarantee consistent data protection across
clouds. The service also provides unified KMS and policy
management in the multi-cloud scenario based on HSM.
Fortanix’s Confidential Computing Manager targets enabling
existing applications to run with enclave protection. It also
provides management of the lifecycle and enforcement of
security policies. Fortanix offers a Confidential AI platform
to accelerate AI deployment with CC technologies, protecting
AI models for inference and private data for training.

Anjuna [53]. Anjuna offers a single, uniform confidential
computing platform that protects data in execution. This
relieves agencies from the burdens of managing diverse en-
cryption schemes for each application and system, leading
to complexity and potential confusion. With the lift-and-shift
technique, Anjuna can transparently secure existing cloud
applications and deploy them with available CC products
in AWS Nitro, Azure with Intel SGX, and AMD SEV. A
typical use case is to leverage Anjuna CC to protect API keys,
passwords, and certificates [54].

Opaque [55]. Opaque enables different entities or organi-
zations to analyze confidential data collaboratively while still
keeping the valuable data and the analytical results private to
each party. Using Opaque, users can execute SQL queries,
analytics jobs, and AI/ML models using standard notebooks
and analytical tools, while the platform guarantees security
and scalability. The platform also supports remote attestation
to verify cluster deployments.

Edgeless [43]. Edgeless provisions an end-to-end secure K8S
service called Constellation, based on cloud CVMs. Mar-
bleRun [56] is its control plane that manages inter-container
communication and secures data sharing within a cluster. It
injects marbles into enclaves for secure enclave-to-enclave
TLS connections. During initialization, MarbleRun will verify
the integrity of marbles with remote attestation and check that
the containers’ topology is consistent with the cluster manifest
file. Apart from Constellation, Edgeless maintains a secure
database EdgelessDB [57] and a Golang SGX SDK named
EGo [58].
Observation IV

CC companies bloom due to the large market of cloud
CC, offering products of diversity and fractions.

E. Cloud CC Use Cases

Machine learning. For the convenience of deployment
and collaboration, cloud services for data analytics, such as
MLaaS, have been growing rapidly in recent years [59].
Using CC methods, confidential AI platforms form the basis
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of realizing confidential ML. Confidential ONNX Inference
Server [60] is a confidential port of the ONNX inference server
based on Open Enclave SDK [42]. It’s an open-sourced project
backed by Azure that provides data encryption and attestation
capabilities for inference. Other cloud vendors and software
providers also support confidential ML by running existed ML
frameworks inside CC [50], [52]. Industries have port Apache
TVM [61] and Tensorflow Lite [62] into CC frameworks.
Research efforts have been made to hide side-channel [63]
and leverage GPU resource [64]. For inference, BlindAI [65]
and MesaTEE [66] provide Rust-based fast confidential AI
inference services.

Blockchain. Today’s blockchains suffer from zero data pri-
vacy, long latency, low transaction throughput, etc. The Phala
Network [67] is a blockchain-based confidential computing
system. It runs the smart contract engine inside enclaves
and records the command with a blockchain. Moving the
computation off-chain with CC techniques improves the com-
putation throughput and latency on the current smart contract.
Teechain [68], a layer-two payment network, enables off-
chain asynchronous transactions with SGX. In-enclave engines
can efficiently execute transactions without interacting with
the global blockchain, thus improving performance drasti-
cally. Azure Confidential ledger [69] is a decentralized ledger
that provides tamperproof storage backed by blockchain. The
ledger may serve as trustworthy storage for audit logs and
other data at risk of forgery. With CC, the ledger can run
inside enclaves, thus keeping cloud providers out of the TCB,
avoiding the high latency and other issues with the traditional
distributed blockchain systems.

Database. Cloud database stores massive user data and
processes SQL queries and transactions with high perfor-
mance. To protect outsourced data at rest, cloud databases
may transparently encrypt files in page granularity before they
are written to disk and decrypt after loading into memory.
This transparent data encryption technique does not prevent
privileged attackers who can inspect memory during runtime.
The encrypted database aims at protecting data in use; most
practical designs involve confidential computing. Azure AE
[70] is a privacy-preserving database based on Azure SQL
servers. It ensures sensitive data against database admin-
istrators, cloud operators, and other high-privileged users.
AEv1 leverages cryptography for equality operations, while
AEv2 uses Intel SGX to provide rich functionality including
comparison and string pattern matching. EdgelessDB [57] is
an open-source confidential database based on MariaDB and
runs this in-memory DB engine in an enclave as a whole. It
uses enhanced RocksDB as the storage engine and encrypts
database files when writing to disk, providing confidentiality,
integrity, freshness, audit ability, and recoverability for data.

Observation V
Cloud CC is popular for hot applications such as AI/ML,

blockchains, databases, etc.

IV. OPPORTUNITIES OF SECURE JOINT CLOUDS

A. Why does joint cloud need confidential computing?

Fig. 2. Use cases of cloud CC.

We use four scenarios to demonstrate how cloud CC can
benefit from jointcloud (as depicted in Figure 2):

1) Multi-party secure computation: Suppose two parties,
A and B, both of which have already established a
privacy-preserving data analytic workload. However, A
and B have to exchange both data and tasks for further
collaborations. At this point, a federated secure compu-
tation connecting multi-cloud is wanted.

2) Near-edge secure computation: Suppose a latency-
sensitive workload concerning user-privacy should be car-
ried out near the mobile clients. Such workloads include
chatbot, face recognition, personal recommendation, etc.
Hence migrating CC workloads between cloud and edge
is important [71]. Ideally, the workload can even be
migrated inter-cloud if other cloud vendors can provide
resource proximity for the clients.

3) Sky secure computation: Sky computing [72] allows
the creation of large-scale infrastructures atop multi-
cloud resources. Since CC resources are a typical scarce
resource on clouds, when a cloud service provider runs
out of its hardware CC resources, its requests can then be
redirected to other cloud service providers with equivalent
security guarantees. Given the ubiquitous CC available
over the public clouds world spread, it is desirable to
construct a sky CC computing against vendor-lock-in.

4) Cost-saving secure computation: A user may wish to
lower the overall cost for large-data privacy computation.
Indeed, clouds offer CC resources with different pricing
models and security levels. It would be interesting to
distribute the computation over the multiple clouds and
hence provide users with affordable computation, as long
as the clients know how to measure the data values and
how to dispatch the dataset carefully.

B. What are obstacles towards a secure joint cloud?

Challenge-1: lack of unified programming models. Confi-
dential computation (CC) is independently proposed by hard-
ware vendors. Recently open-sourced RISC-V added more
variety of CC platforms. Table V shows the features of these
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CC programming models. It is a non-trivial task for cloud
developers to deal with such a rich CC backend.

TABLE V
PROGRAMMING MODELS OF CLOUD CC

Platforms Programming Model

SGX, Penglai User-level enclaves
SEV, TDX, Realm Confidential virtual machines
TrustZone, Keystone Isolated Physical-machine level domains

Solution-1: using automation toolchains to hide details.
OpenEnclave (OE) [42] is an industrial project led by Mi-
crosoft, providing a uniform SDK that bridges SGX and
TrustZone, by requiring developers to build a secure part and
a non-secure part for a program. But OE may not fit other
CC platforms. We expect a new toolchain similar to LLVM,
which abstracts all the architectural details and generates new
programs adaptive to new CC backends.

Challenge-2: lack of allied remote attestation mechanisms.
Existing RA mechanisms are too tightly coupled with hard-
ware vendors. For example, SGX uses an opaque attesta-
tion whose details are not public and therefore infeasible to
review. Worse, the format of remote attestation is diverse.
For example, the SGX report only includes the software in
the enclave boundary, whilst the TDX report includes the
SEAM module, TD kernel, and userspace applications. A
developer must understand how a report is generated, using
a particular toolchain to include all related components. On
different platforms, even the same applications reflect other
measurements. When an application is updated with a new
patch, the measurement is translated into another. The CC
ecosystem may require trustworthy measurement management.

Solution-2: using federated parties to open source attestation.
Ongoing efforts are made for open attestation infrastructure.
OPERA [73] provides loosely-coupled attestation to Intel by
introducing attestation proxies to reduce the attestation latency,
and ensure the property of anonymity. Veraison [74] aims to
prove the identity of CCA realms. Veraison is designed for
open governance and collaboration, and also focuses on match-
ing supply chain to verification operations against backdoors.
We believe an online measurement service hosted by several
federated parties is also desired.

Challenge-3: lack of identical security guarantees. CC also
varies in threat models and security guarantees. For example,
Nitro Enclave requires trusting the cloud hypervisor, whereas
hardware-based CC (e.g., SGX, SEV, TDX) distrusts any cloud
software. SGX, SEV, and TDX have different TCB sizes and
expose different attack surfaces. A long line of vulnerabilities
[75]–[81] have been revealed against Intel SGX CPUs, some of
which can be mitigated via microcode update while some re-
quire hardware microarchitectural internal reimplementations.
SEV also faces the same side-channel issues [82]–[84].

Solution-3: building “measurable” security and partition into
different zones. A key challenge is how we can compare

the security guarantees of different technologies. A possible
solution is to partition the dataset into different levels and
places into different zones while seeking a good balance for
the overall performance-security trade-offs.

Challenge-4: lack of support for cloud-native computation
models like serverless. The cloud computing paradigm moves
towards serverless or function-as-a-service (FaaS). FaaS ben-
efits users with on-demand instantiations according to request
rates and charges users with used resources. It remains an
open problem to adapt existing commercial CCs to meet
serverless requirements, such as low-latency startup, high-
density instantiations, and inexpensive data transfers.

Solution-4: building new frameworks to meet new require-
ments. Efforts are spent in supporting cloud FaaS using CC.
Apache Teaclave [44] is an open-source FaaS platform using
Intel SGX. PIE [85] proposes a plugin abstraction for Intel
SGX for fast enclave function startups. Penglai [29] can scale
to support at least 1,000 enclave instances with integrity and
freshness. It is unclear how to build serverless frameworks on
other CC platforms and whether there will be common issues.
For example, supporting more than 7 tenants on an H100 GPU
will save more hardware costs. We believe this will open up
a new era of active research.

C. How to achieve a secure joint cloud?
Jointcloud computing is a promising infrastructure that can

benefit rich privacy-preserving applications with more use-
case spaces, as mentioned above IV-A. Below, we discuss how
future cloud vendors can collaborate to shape a secure joint
cloud, for the profits of both cloud vendors and customers. We
believe the following features are essential.

Multi-cloud attestation. We expect a flexible and scalable
attestation service for all kinds of CC resources deployed on
multiple clouds. One approach would be to introduce dedicated
proxy nodes, Attestation Management Service (AMS), which
attest to other nodes on behalf of clients. AMS can be designed
in a decentralized style using a replicated state machine to
avoid a single point of failure. AMS should provide a uniform
attestation abstraction layer for any CC resource accesses
because attestation is the first vital step.

An interesting usage is that attestation forms a chain of
trust by combining multiple hops of CC nodes. With the
chain of trust, AMS does not need to attest to every node
it communicates with. In short, AMS can ease the attestation
efforts amongst clouds. For deployment, AMS requires at least
an AMS node in each cloud cluster.

Cross-cloud key sharing. Cryptographic keys are extremely
critical assets to the whole CC infrastructure. Unfortunately,
today’s clouds each have their own Key Management Service
(KMS). Key sharing is a must to allow confidential data to
flow between clouds. Otherwise, data must be re-encrypted,
which costs massive CPU for big data scenarios. An intuitive
approach is to bridge KMS nodes amongst cloud vendors and
enable key transfer along with the secret data. The trust of the
KMS network can be established based on AMS.
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However, sending keys to other vendors may pose new
attack surfaces when clouds are mutually distrustful. A curious
cloud admin might abuse the key to breach secrets. To maintain
the control of the secret data, cloud-scale KMS should be
carefully designed. For example, to comply with GDPR [4],
KMS should embed a time-to-live (TTL) for each key. Once
a key has expired, the key recipient must once again acquire
access to the key for further operations.

Joint-cloud verification. In a distributed setting, both data
flow and control flow should be tracked to verify the final
results. A long line of prior work has managed to offer input-
output tracking as the data flow inherently obeys causality, for
big data [86], distributed settings [87], or even decentralized
ones [88]. In particular, [86] statically predefines the control
flow, [87] applies the information flow control, [88] embeds
fine-grained metadata along with the dataflow, and [89] pro-
poses a lightweight verifiable protocol.

Thanks to the inherent verification feature of CC, we believe
the above mechanisms or protocols can cater to a joint-cloud
verification, allowing users to verify the overall behavior.
A cloud-scale audit trail can be integrated with jointcloud
verification to enable visibility of the current states.

Inter-cloud migration. In some cases, migrating a running
instance from cloud A to cloud B can be necessary. For
example, near-edge computation aims to reduce the latency of
requests, hence migrating the instance to wherever the client
locates desirable. Another example would be migrating a very
long-term running instance to harvest cost-efficient resources.

Inter-cloud migration for confidential workloads is non-
trivial regarding CC hardware specifications, service specifica-
tions, resource capacity, and dependency states. Gu et al. [90]
only consider in-memory states for SGX instances; Alder et
al. [91] further consider other external persistent states such
as counters and disks. Table VI gives the summary.

New CC vendors are active in developing live migration
for VM-level CCs [92], [93]. A key feature of the industrial
approach is to leverage in-guest UEFI as the migration helper.
As inter-cloud may provision heterogeneous CC supports,
migration between TDX and SEV can be potentially valuable.

TABLE VI
INTER-CLOUD MIGRATION AND SUPPORTED STATES

Work Migrated States

Gu et al. [90] In-memory encrypted states

Alder et al. [91] Counters + encrypted storage

Secure jointcloud Memory, storage, counters, keys

Federated-cloud scaling. CC hardware is a constrained
resource for clouds. To avoid CC resource shortage, federated-
cloud scaling would be a promising feature, where high-
utilized clouds can rent resources from other clouds. To realize
such a feature, several steps must be taken:

1) Resource accounting: cloud A should be able to un-
derstand the resource statistics of other clouds so that

the scaled confidential jobs will not be stragglers. An
attractive feature is that CC provides remote attestation so
that the statistics can be accounted [94]. This distinctive
ability prevents a “malicious” cloud from violating the
QoS of other clouds to damage their reputations.

2) Mutual attestation: before rerouting requests to other
cloud service providers, cloud A should be able to attest
to other clouds resources and see if they are adequate to
afford the desired workloads. Cloud A should measure
the overall security level and partition the tasks carefully.
With the AMS we proposed above, the latency of mutual
attestation can be greatly reduced.

3) State relaying: a snapshot in the confidential abstraction
should be taken for state continuity before relaying across
clouds. CC should handle replay [95] and rollback [96].
A straightforward approach is to embed an epoch for each
executor in the pipeline to resist replay and rollback [87].

After the above steps, scaling confidential instances are
similar to existing scaling techniques. How to accomplish
efficient cross-cloud consistency for all instances remains
open, but with CC, 3f + 1 can turn to 2f + 1 for speedup.

Heterogeneous-cloud abstraction. To address the problem of
cloud vendor lock-in, users are eager for a uniform abstraction
that hides the details of heterogeneous cloud services, such as
programming models, service APIs, etc. CC is no exception
but increases complexity, such as abstractions, remote attesta-
tion, cross-ISA, etc. All these put a burden on the developers.

Both academia and industry have made efforts for a uniform
CC model. Enclavisor [97] adds a shim layer atop SEV to
mimic SGX enclaves with better performance. vSGX [98] has
a similar design that unify SGX and SEV models. Microsoft
OpenEnclave [42] develops an identical SDK for SGX and
TrustZone. Alibaba HyperEnclave [99] is a cross-platform
model that reuses SEV to build enclave-level CC. The uniform
CC model does ease the programming efforts but is far from
enough to build a secure joint cloud.

CVM
VM w/

Enclave

Confidential

Containers

Attestation

Service
KMS

Orchestration

(K8S)

Secure Joint Cloud IR

!!"#$%&'()&*+,%

!!"-.'/*).%

Fig. 3. Secure jointcloud may need an intermediate representation (IR) for
cloud-agnostic application compilation.

The missing building block is a uniform CC service model.
Manually porting applications to fit different cloud services
APIs is cumbersome. We expect all can be automated by
a toolchain similar to the gg framework [100]. gg uses the
intermediate representation (IR) to decouple application SDKs
as frontends and cloud APIs as backends. We can borrow the
idea of gg IR to translate existing CC programs to cloud-
agnostic ones, as depicted in Figure 3. Yet, a new runtime is
required to deal with instantiation, dependencies, and failures.
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We believe such an automation toolchain for cloud CC will
be a key enabler for future secure jointcloud ecosystems.

V. CONCLUSION

Confidential computing (CC) has already become an im-
portant pillar for today’s clouds. We survey and summarize
the progress of CC products, CC-related services, and appli-
cations in the cloud. We show that CC is gaining popularity
in the cloud. We believe a unified, easy-to-use confidential
computing service will be emerging across future clouds. We
hope this paper to be the first step to motivate future studies
that help shape together a better secure joint cloud.
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